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Abstract. This article introduces the theory of minimal surface and some
important properties and applications about curvature estimate. In the second
part we introduce the proof of Bernstein’s theorem. In the third part we focus
on the minimal surface equation. In the forth part, we used the curvature
estimate theorems to prove several stability theorems.

Contents

1. Introduction

In Riemannian geometry, we have defined the second fundamental form and the
mean curvature. Let (M, g) be a Riemannian manifold with Levi-Civita connection
∇, and Σ be a submanifold of M . The second fundamental form of Σ is a vector-
valued bilinear form A(X,Y ) = (∇XY )N , where V N denotes the normal component
of a tangent vector V . The mean curvature vector H at x is

H =

k∑
i=1

A(Ei, Ej),

where Ei, i = 1, ..., k is an orthonormal basis for TxΣ.
Let F : Σ × (−ϵ, ϵ) → M be a variation of Σ with compact surpport. Let

Σt = Ft(Σ), and xi the local coordinates on Σ.

Vol(Σt) =

∫
Σ

√
det(g(dF (

∂

∂xi
), dF (

∂

∂xj
)))dx1 ∧ · · · ∧ dxk.

Set

gij(t) = g(dF (
∂

∂xi
), dF (

∂

∂xj
)),

and

v(t) =
√
det(gij(t))det(gij(0)).

Then
d

dt t=0
V ol(Σt) =

∫
Σ

d

dt t=0
v(t)dV.

1
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d

dt t=0
v(t) =

1

2
(det(gij(t)))

− 1
2

√
det(gij(0))

d

dt t=0
det(gij(t))

=
1

2
(det(gij(t)))

− 1
2

√
det(gij(0)) det(gij(t))Tr[(g

ij(t))(
d

dt
gij(t))]

=
1

2
Tr[(gij(0))(g(∇FtFxi , Fxj ) + g(∇FtFxj , Fxi))].

Let xi be normal coordinates at x, then

d

dt t=0
v(t) =

k∑
i=1

g(∇Ft
Fxi , Fxi) =

k∑
i=0

g(∇FxiFt, Fxi) = divΣFt

Choose a orthonormal basis Nl, l = 1, · · · , n− k for NxM , so

Ft = g(Ft, Nl)Nl + FT
t ,

and
d

dt t=0
v(t) = ⟨∇FxiNl, Fxi⟩⟨Ft, Nl⟩+ divΣF

T
t

= −⟨Nl,∇FxiFxi⟩⟨Ft, Nl⟩+ divΣF
T
t

= −⟨Ft, A(Fxi , Fxi)⟩+ divΣF
T
t

= −⟨Ft,H⟩+ divΣFt.

Therefore,

(1.1) d

dt t=0
Vol(Σt) = −

∫
Σ

⟨Ft,H⟩dV.

Definition 1.1. A submanifold Σ ⊂ (M, g) is called minimal if H = 0.

There is an important lemma, which connects minimal surfaces and harmonic
functions.

Lemma 1.1. Σk ⊂ Rn is minimal if and only if the restrictions of the coordinate
functions of Rn to Σ are harmonic.

Now assume Σ is minimal, we next compute the second derivative of V ol(Σt).
For convenience, we assume that FT

t = 0.

d2

dt2 t=0
V ol(Σt) =

∫
Σ

d2

dt2
v(t)dV,

and in the preceeding computation we obtained

2
d

dt
v(t) = Tr[(g′ij(t))(g

ij(t))]v(t).

Choose normal coordinates at x, then

2
d2

dt2 t=0
v(t) = Tr[g′′ij(0)] + Tr[(g′ij(0))(g

ij ′(0))] +
1

2
Tr[(g′ij(0))]

2

= Tr[g′′ij(0)]− Tr[(g′ij(0))(g
′
ij(0))] +

1

2
Tr[(g′ij(0))]

2
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Tr[g′ij ] = 2⟨∇FxiFt, Fxi⟩
= 2⟨∇FxiF

T
t , Fxi⟩+ 2⟨∇FxiF

N
t , Fxi⟩

= −2⟨∇FxiFxi , F
N
t ⟩+ 2⟨∇FxiF

T
t , Fxi⟩ = 0

Tr[(g′′ij(0))] = 2

k∑
i=1

⟨Fxitt, Fxi⟩+ 2

k∑
i=1

⟨Fxit, Fxit⟩

= 2⟨Ftxit, Fxi⟩+ 2⟨Fxit, Fxit⟩
= 2⟨RM (Fxi , Ft)Ft, Fxi⟩+ 2⟨Fttxi , Fxi⟩+ 2⟨Fxit, Fxit⟩
= 2R(Fxi , Ft, Fxi , Ft) + 2divΣFtt + 2⟨Fxit, Fxit⟩.

Note that
⟨Fxit, Fxit⟩ = ⟨Fxit, Fxj ⟩⟨Fxit, Fxj ⟩+ ⟨Fxit, F

N
xit⟩

= |⟨A(·, ·), Ft⟩|2 + |gradNΣFt|2,
and we get

Tr[(g′ij(0))] = 2R(Fxi , Ft, Fxi , Ft) + 2divΣFtt + |2⟨A(·, ·), Ft⟩|2 + 2|∇N
ΣFt|2.

Since
⟨Ftxi , Fxj ⟩+ ⟨Fxi , Ftxj ⟩ = −2⟨Ft, Fxixj ⟩ = −2⟨A(Fxi , Fxj ), Ft⟩,

T r[(g′ij(0))(g
′
ij(0))] = (⟨Ftxi , Fxj ⟩+ ⟨Fxi , Ftxj ⟩)(⟨Ftxj , Fxi⟩+ ⟨Fxj , Ftxi⟩)

= 4|⟨A(·, ·), Ft⟩|2.
Combining the equations, we have

d2

dt2 t=0
v = −|⟨A(·, ·), Ft⟩|2 + |∇N

ΣFt|2 +
k∑

i=1

R(Fxi , Ft, Fxi , Ft) + divΣFtt.

Define an self-sdjoint operator L by

LX = ∆N
ΣX +

k∑
i=1

RM (Ei, X)Ei +

k∑
i,j=1

⟨A(Ei, Ej), X⟩A(Ei, Ej),

where Ei, i = 1, · · · , k is the locally orthonormal frame on Σ , and the second
derivative of the volume can be written in the form

(1.2) d2

dt2 t=0
Vol(Σt) = −

∫
Σ

⟨Ft, LFt⟩.

Definition 1.2. The operator L is called stability operator and a minimal sub-
manifold Σ ⊂M is stable if

−
∫
⟨X,LX⟩ ≥ 0

holds for all normal vector field X with compact support. Moreover, a oriented,
immersed minimal hypersurfaces Σn−1 ⊂ Rn is stable if∫

Σ

|A|2f2 ≤
∫
Σ

|∇Σf |2,

for any f ∈ C∞
0 (Σ).
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In many cases, we may assume Σ is a hypersurface with trivial normal bundle.
So we can identify a normal vector field X with a function f = ⟨X,N⟩ and in this
way,

(1.3) Lf = ∆Σf + |A|2f +RicM (N,N)f.

From the computation, we immediately obtain the following lemma.

Lemma 1.2. (The Stability Inequality) Σn−1 ⊂Mn is a stable minimal hypersur-
face with trivial normal bundle, then for all f ∈ C1

0 (Σ)

(1.4)
∫
Σ

(RicM (N,N) + |A|2)f2 ≤
∫
Σ

|∇Σf |2,

where N is the unit normal vector field.

Because −L can be seen as a symmetric functor on C∞
0 (D) for each domain

D ⊂ Σ, we can study its first eigenvalues to find the stability of Σ. Define

λ1(D,L) = inf{−
∫
D

fLf : f ∈ C∞
0 (D),

∫
D

f2 = 1}

We can apply a general result for the operator ∆ − c to the stablility equation
to obtain the following lemma.

Lemma 1.3. (D.Fisher-Colbrie and R.Schoen (cf.[?CDR1])) If Σ is a complete non-
compact oriented minimal hypersurface, then the following statements are equiva-
lent:

• λ1(D,L) ≥ 0 for every bounded domain D ⊂ Σ.
• λ1(D,L) > 0 for every bounded domain D ⊂ Σ.
• There exists a positive function u with Lu = 0.

Remark 1.1. There exists a positive function u compactly surpported on D if and
only if D is a stable domain.

There are some famous conjectures about the structure of minimal hypersurfaces.

Conjecture 1.1. (R.Schoen) If Σ3 ⊂ R4 is a complete, oriented, immersed, stable
minimal hypersurface, then Σ is flat.

This conjecture has been proved in 2021 by Otis Chodosh and Chao Li, and in
the third part we will sketch its proof.

Conjecture 1.2. (Bernstein) Suppose f : Rn−1 → R is a smooth function such
that its graph is minimal in Rn, then f is linear.

Bernstein has proved the case n = 3, and De Giorgi showed that if every area-
minimizing cone in Rk is planar then Bernstein’s conjecture holds for the case n = k.
In this way, he proved the case n = 4, and Almgren proved the case n = 5. Simons
extends Bernstein’s theorem to R8. But in fact, the conjecture fails when n ≥ 9.
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2. The Minimal Surface Equation and Bernstein’s Theorem

Let f : Rn−1 → R be a smooth function with non-zero gradient, and the question
is when its graph is a minimal hypersurface in Rn. Let Σf = {(x1, x2, · · · , xn−1, f(x) :
x1, · · · , xn−1 ∈ R)} be the graph of f . Consider the variation f + tg where
g ∈ C∞

0 (Rn−1),

d

dt t=0
V ol(Σf+tg) =

∫
Rn−1

d

dt t=0

√
1 + |∇f + t∇g|dV

= −
∫
Rn−1

g · div( ∇f√
1 + |∇f |2

).

The equation

(2.1) Mf = div(
∇f√

1 + |∇f |2
) = 0,

is called the minimal surface equation.
According to [?CM1], we introduce a useful curvature estimate to prove Bernstein

theorem when n = 3.

Lemma 2.1. If f : U ⊂ R2 → R satisfies the minimal surface equation,then for
all η ∈ C1

0 (U × R),

(2.2)
∫
Σf

|A|2η2 ≥ C(f)

∫
Σf

|∇Σf
η|2

Sketch of Proof. Consider the Gauss map g : Σf → §2. The image of g is
contractible so the volume form ω on S2 is exact on g(Σf ). Let dα = ω. We can
find a C = C(α) such that |g ∗ α| ≤ C|A|. Since |A|2 = −2K, we have∫

Σf

η2|A|2dσ = −4

∫
ηdη ∧ g ∗ α

≤ C

∫
η|∇Σf

η||A|dσ ≤ C

√∫
η2|A|2

√
|∇Σf

|2.

Theorem 2.1. (Bernstein) The graph of an entire solution to the minimal surface
equation in R3 is flat.

Proof. Consider the logarithmic cutoff funcion,

η(x) =


1, if r ≤

√
R

2− 2log(r)/logR, if r ∈ (
√
R,R]

0, if r > R.

We have

|∇Σf
η| ≤ C

rlogR
.
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Applying the preceding lemma, we get∫
B√

R∩Σf

|A|2 ≤
∫
Σf

|A|2η2

≤ C

∫
Σf

|∇Σf
η|2

≤ C

(logR)2

∫
BR∩Σf

r−2

≤ C

(logR)2

logR∑
k=(logR)/2

∫
(B

ek
\B

ek−1 )∩Σf

r−2

≤ C

(logR)2

logR∑
k=(logR)/2

Ce2

≤ C

logR
.

Letting R→ ∞, we get |A| = 0. Therefore, Σf is flat.
As for the high dimensional case, de Giorgi improved in [?GE1] that if there is

no minimal cones in Rn−1, then the Bernstein theorem can be extended to Rn. In
this way, Bernstein conjecture was solved when n = 4, 5, 8. In [?BGG1], Bombieri,
de Giorgi and Giusti gave the counterexample for n ≥ 9.

Definition 2.1. Σk−1 ⊂ Sn−1 is a submanifold, then the cone over Σ is defined by
C(Σ) = {λx : λ ∈ R \ {0}, x ∈ Σ}

.

Proposition 2.1. The following statements are equivalent:
(1) C(Σ) is minimal in Rn.
(2) Σ is minimal in Sn−1.
(3) ∆Σx

i + (k − 1)xi = 0, i = 1, · · · , n, where (x1, · · · , xn) are the coordinate
functions of Rn restricted on Σ.

Proof. Note that the mean curvature of Σ ⊂ Rn is equal to
−∆Σx = −(∆Σx

1, · · · ,∆Σx
n),

so Σ ⊂ Sn−1 is minimal if and only if ∆Σx is normal to Sn−1. Therefore there is a
function f such that ∆Σx = f · x. Exactly, f = −(k − 1) since

0 = ∆Σ|x|2 = 2f + 2(k − 1).

For u ∈ C∞(C(Σ)), it can be written as u(x) = u(r, θ).

∇C(Σ)u =
1

r
∇Σu(r

−1·) + ∂u

∂r

∂

∂r
,

∆C(Σ)u =
1

r2
∆Σu(r

−1x) + (k − 1)r−1 ∂u

∂r
+

∂2

∂r2
u.

Therefore, if we write xi = ryi, we have
∆C(Σ)x

i = r−1∆Σy
i + (k − 1)r−1yi = r−1

(
∆Σy

i + (k − 1)yi
)
.

Hence we have the equivalence.
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Theorem 2.2. (Simon) There is no non-flat stable minimal hypercone in Rn+1

when 3 ≤ n+ 1 ≤ 7.

Proof. Let M = C(Σ) be a stable minimal hypercone. By Simon’s identity
1

2
∆|A|2 = |∇A|2 − |A|4,

we have
|A|L|A| = |A|∆M |A|+ |A|4 = |∇A|2 − |∇|A||2.

Let Ei be an orthonormal basis for TM with En = x
|x| , then

aij,n =
∂

∂r

(
1

r
aij

(
x

|x|

))
= −1

r
aij(x).

ain = ⟨∇EnEi, ν⟩ = −⟨Ei,∇Enν⟩ = 0.

|∇A|2 − |∇|A||2 = a2ij,k −

∑n
k=1

(∑n
i,j=1 aijaij,k

)2
∑n

i,j=1 a
2
ij

=

∑
i,j,r,s,t(arsaij,t − aijars,t)

2

2|A|2

≥ 2

|A|2
∑
i,j,r,s

(ajrani,s − aniajr,s)
2

=
2

|A|2
(ajrani,s)

2

=
2

|A|2
(ajrais,n)

2

=
2|A|2

|x|2
.

Therefore,

(2.3) |A|L|A| = |∇A|2 − |∇|A||2 ≥ 2|A|2

|x|2
.

Plug |A|f into the stability inequality, we have

2

∫
M

|A|2

r2
f2 ≤

∫
M

|A|2|∇f |2.

On the other hand, if we set f = max{1, |x|}1−n
2 −2ϵ|x|1+ϵ, then∫

M

|A|2|∇f |2 =

∫ ∞

0

rn−1

∫
Σ

|A|2

r2
|∇f |2

≤ max{1 + ϵ, |2− n

2
− ϵ|}

∫ ∞

0

rn−1

∫
Σ

|A|2

r4
|f |2

≤ (2− ϵ)

∫
M

|A|2

r2
f2,

provided n ≤ 7. Hence we conclude that |A| = 0.

Theorem 2.3. (cf.[?Z1]) If u : Rn−1 → R is an entire solusion of the minimal
surface equation for n ≤ 8, then u is linear.
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Proof. Without loss of generality, we may assume u(0) = 0. Denote

Θ(s) =
Area(B(0, s) ∩ Σu)

sn−1 ·Area(Bn−1
1 )

.

By co-area formula, we have
d

ds
Θ(s) = Area(Bn−1

1 )−1s−k−1

∫
∂Bn(0,s)∩Σu

|xN |2

|xT |
,

and

Θ(r)−Θ(s) =

∫
Σu∩(B(0,r)\B(0,s))

|xN |2

|x|n−1
.

Θ(s) is increasing in s and we denote Θ∞ to be the limitation as s→ ∞. We claim
that

Θ∞ ≤ Area(∂Bn
1 )

2Area(Bn−1
1 )

.

This claim comes from the following calibration argument. If u : D ⊂ Rn−1 → R
satisfies the minimal surface equation and Σ ⊂ D × R is another surface with
∂Σ = ∂Σu, then

Area(Σu) =

∫
Σu

ω =

∫
Σ

ω ≤ Area(Σ),

where ω(X1, cdots,Xn−1) = dVol(X1, · · · , Xn−1, ν) is a closed form and if Xi are
unit, then |ω(X1, cdots,Xn−1)| ≤ 1.

Clearly Θ∞ ≥ lims→0Θ(s) ≥ 1. If the equality holds, then xN = 0, which implies
Σu is a cone. Since Σu is well defined at the origin, it is exactly a hyperplain.

Pick rn → 0 and consider Σ∞ = limn→∞rnΣn. Use stationary varifold the-
ory[?S1], we know that Σ∞ is a stable minimal cone with constant ΘΣ∞(s) = Θ∞,
which leads to a contradiction to Theorem 2.2.

Theorem 2.4. (Bombieri, De Giorgi and Giusti) If n+1 ≥ 9, there exists non-flat
complete minimal graphs in Rn+1.

Sketch of Proof.
It suffices to show the case n = 2m ≥ 8, since f(x1, · · · , xn′

) = f(x1, · · · , xn) is
obviously a solotion to the minmal surface equation when n′ > n and f is a solution
of n−dimensional minimal surface equation. Let u1 = ((x1)2 + · · ·+ (xm)2)1/2 and
u2 = ((xm+1)2 + · · · + (x2m)2)1/2. Assume f(x) is in the form F (u1, u2). Rewrite
the minimal surface equation, we get

0 = (1 + F 2
2 )F11 − 2F1F2F12 + (1 + F 2

1 )F22 + (m− 1)

(
F1

u1
+
F2

u2

)
(1 + F 2

1 + F 2
2 ).

We denote

LF = (1+F 2
2 )F11 − 2F1F2F12 + (1+F 2

1 )F22 + (m− 1)

(
F1

u1
+
F2

u2

)
(1 +F 2

1 +F 2
2 ).

In [?BGG1], Bombieri, De Giorgi and Giusti first construct two function F1, F2 with
the following properties, in which step m ≥ 4 is important.

Let
T = {(u1, u2) : u1 ≥ 0, u2 ≥ 0}, T1 = {u2 < u1} ∩ T, T2 = {u2 > u1} ∩ T.
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LF 1 > 0, LF 2 < 0 in Int(T1), while LF 1 < 0, LF 2 > 0 in Int(T2). Moreover,
0 < F 1 < F 2 in T1, F 2 < F 1 < 0 in T2, F 1 = F 2 if u1 = u2 and F i

j

uj , i, j = 1, 2 can
be extended to T continuously. Denote f i(x) = F i(u1, u2). One can easily find a
sequence gk from the following Dirichlet problem,

2m∑
i=0

∂

∂xi

(
∂gk

∂xi√
1 + |∇gk|2

)
, in B(0, k),

gk = f1, on ∂B(0, k).

and with a upper barrier and a lower barrier, we have the estimate
f1 ≤ gk ≤ f2, x ∈ B(0, k).

To use Arzela-Ascoli theorem, we need the estimate on the gradient of gk.

Lemma 2.2. (Bombieri, De Giorgi, Miranda (1969), cf.[?S2]) Let U be a C2

solotion to the minimal surface equation on a ball B(x0, ρ) ⊂ Rn, Then

|∇u(x0)| ≤ C1exp
(
C2R

−1supB(x0,R)(u− u(x0))
)
,

where C1, C2 depend only on n.

From the lemma above, we have an estimate for |∇gk| and by Arzela-Ascoli
theorem and diagonal method, we can find a subsequence gkj which uniformly
converge to g on any compact set K ⊂ Rn. Moreover, g satisfies the minimal
surface equation and f1 ≤ g ≤ f2. By computing the increasing order of f i, we
know that g cannot be linear.

3. More on Minimal Surface Equation

In the past section, we have used the existence of solution of the Dirichlet prob-
lem. In this section, we introduce more details about the existence and regularity of
solutions to the minimal surface equation, especially the following Dirichlet prob-
lem.

(3.1)


2m∑
i=0

∂

∂xi

(
∂u
∂xi√

1 + |∇u|2

)
, in U,

u = ϕ, on ∂U.

Lemma 3.1.

Area(Σu) =

∫
U

√
1 + |∇u|2 = sup{

∫
U

(gn+1+udivg) : g ∈ C1
c (U ;Rn+1), ||g||∞ ≤ 1},

for all u ∈W 1,1(U), where U ⊂ Rn is a bounded domain.

Let A(u) = Area(Σu) be the area functional, we have several useful properties
of A from the lemma.

Proposition 3.1. We have the following properties,
(1) uj ∈W 1,1(U) converge to u ∈W 1,1 in L1 norm, then

A(u) ≤ liminfj→∞A(uj).

(2) If u, v ∈W 1,1(U) with ∇u ̸= ∇v, then for any t ∈ (0, 1), we have
A(tu+ (1− t)v) < tA(u) + (1− t)A(v).
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Theorem 3.1. Assume U is a bounded domain with ∂U of C2 continuous class,
and C0,1

k (U, ϕ) = {f ∈ C0,1(U) : f = ϕ, ∀x ∈ ∂U, [f ]C0,1 ≤ k} is non-empty, then
there exists u ∈ C0,1

k (U, ϕ) such that

A(u) = inf{A(u) : u ∈ C0,1
k (U, ϕ)}.

Moreover, if [u]C0,1(U) < k, u is exactly a solution to the minimal surface equation.

Proof. It is obviously that C0,1
k (U, ϕ) is equicontinuous and uniformly bounded.

Applying Arzela-Ascoli theorem and the strictly convex property, we finish the
proof.

If [u]C0,1(U) < k, for any v ∈ C∞
c (U), there exists δ > 0 such that ut = u+ tv ∈

C0,1
k (U) for any t ∈ (−δ, δ). By the first variation formula, we know that u is the

weak solution to the minimal surface equation.

Definition 3.1. u ∈ C0,1
k (U) is a supersolution(subsolution) for A if for all v ∈

C0,1
k (U, ) with v ≥ u(v ≤ u) on U we have A(v) ≥ A(u).

Proposition 3.2. (Weak maximum principle) Let u, v be a supersolution and a
subsolution of A in C0,1

k (U). If u ≥ v on the boundary, then u ≥ v in U .

This propostion is directly derived from Definition 3.1 by considering the set
K = {x ∈ U : u(x) < v(x)}. If we denote

α = sup{v(y)− u(y) : y ∈ ∂U},

then we have v(x) ≤ u(x) + α since u + α, v are supersolution and subsolution
respectively, that is,

sup{v(x)− u(x) : x ∈ U} ≤ sup{v(y)− u(y) : y ∈ ∂U}.

Therefore, we have the following corollary.

Corollary 3.1. If u1, u2 are solutions to (3.1), and it is minimizing, then u1 = u2.

To prove the existence of the solution, we use barrier functions.

Definition 3.2. Let x ∈ U , and d(x) = dist(x, ∂U), Uϵ = {x ∈ U : d(x) < ϵ}.
Suppose ϕ ∈ C0,1(∂U). An upper barrier(lower barrier) v+ relative to ϕ is a
Lipschitz function defined on Uϵ for some ϵ, with the following properties:

(1) v agrees with ϕ on ∂U ,
(2) v ≥ sup∂U ϕ(v ≤ sup∂U ϕ) on ∂Uϵ,
(3) v is a supersolution(subsolution).

Lemma 3.2. ϕ ∈ C0,1(∂U), and upper barrier v+, lower barrier v− exist. Then
A achieves its minimum on C0,1(U, ϕ).

Proof. Choose k large enough such that C0,1
k (U, ϕ) is non-empty. There exists a

area minimizing function u by Theorem 3.1. It suffices to show that [u]C0,1(U) < k.
We clain that inf∂Uϕ ≤ u(x) ≤ sup∂Uϕ, ∀x ∈ U . This is because v = sup∂Uϕ is
always the area minimizing function on the set {x ∈ U : u(x) ≥ sup∂Uϕ} and by
Corollary 3.1, u = v. Similar argument holds for inf∂Uϕ. Therefore we have, for
x ∈ ∂Uϵ,

v− ≤ u ≤ v+,
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and by weak maximum principle, it holds for x ∈ Uϵ. DenoteM = max([v+]C0,1(Uϵ), [v
−]C0,1(Uϵ)),

and we have for x ∈ Uϵ and y ∈ ∂U ,
|u(x)− u(y)|

|x− y|
≤M.

For x ∈ U \ Uϵ and y ∈ ∂U ,
|u(x)−u(y)| ≤ max{sup∂Uϕ−u(y), u(y)−inf∂Uϕ} ≤ max{v+(z)−v+(y), v−(y)−v−(z)},

for any z ∈ ∂Uϵ. Hence we have in this case,
|u(x)− u(y)|

|x− y|
≤M,

and one can choose k large enough such that [u]C0,1(U) < k, which completes the
proof.

Lemma 3.3. (cf.[?GT]) ∂U is C2 continuous with non-negative mean curvature,
then d(x) is superharmonic in Uϵ.

Theorem 3.2. (H.Jenkins, J.Serrin) Let U be a bounded domain with C2 contin-
uous boundary, ∂U has non-negative mean curvature and ϕ ∈ C2(∂U). Then there
exists u ∈ C0,1(U) which is a minimizing solution to the equation in the weak sence.

2m∑
i=0

∂

∂xi

(
∂u
∂xi√

1 + |∇u|2

)
, in U,

u = ϕ, on ∂U.

Proof. The proof is from [?BJMR].
We want to construct a barrier function of the form

v(x) = ϕ(x) + ψ(d(x)),

where ψ ∈ C2([0, ϵ]) is to be determined. To make v a upper barrier, u should
satisfy

Mv = div

(
∂iv√

1 + |∇v|2

)
≤ 0.

Let
Lv = (1 + |∇v|2)3/2Mv,

we have
Lv =(1 + |∇v|2)∆ϕ− ∂iϕ∂jϕ∂ijϕ

+ ψ′ (2∂iϕ∂jd∆ϕ+ (1 + |∇ϕ|2)∆d− ∂id∂jϕ∂ijϕ− ∂iϕ∂jϕ∂ijd
)

+ ψ′2 (∆ϕ+ 2∂iϕ∂jd∆d− ∂id∂jd∂ijϕ) + ψ′3∆d

+ ψ′′ (1 + |∇ϕ|2 − (∂iϕ∂jd)
2
)
.

If we require ψ′ ≥ 1, ψ′′ < 0, then

Lv ≤ ψ′′ + Cψ′2.

Set ψ(t) = log(1+a·t)
C . If ψ′ ≥ 1 and ψ(ϵ) ≥ 2supx∈U |ϕ(x)|, one can choose ϵ = a−

1
3

and let ϵ be sufficiently small. Similarly we can construct a lower barrier. The
existence comes from Lemma 3.2.
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Mean convexity of the boundary is necessary. Gilbarg and Stampacchia showed
that, the Dirichlet problem of an elliptic equation in the form

∂

∂xi
Ai(

∂u

∂x1
, · · · , ∂u

∂xn
), Ai ∈ C2,

can always be solved if U is strictly convex while there exists a elliptic equation
in this form cannot be solved if U is not strictly convex. As for minimal surface
equation, if ∂U is not mean convex, the Dirichlet problem is not solvable.
Theorem 3.3. (cf.[?BJMR]) Let U be a bounded domain with C2 continuous bound-
ary. Suppose there is x0 ∈ ∂U with H(x0) < 0. Then there exists ϕ ∈ C2(∂U) such
that 

2m∑
i=0

∂

∂xi

(
∂u
∂xi√

1 + |∇u|2

)
, in U,

u = ϕ, on ∂U.

admits no solution u ∈ C2(U).
Sketch of Proof. Since H(x0) < 0, we have ∆d > δ > 0 for x ∈ U ∩ B(x0, r),
where r is sufficiently small. By using the following lemma, one can find a ϕ such
that Theorem 3.2 fails.
Lemma 3.4.

sup∂U∩B(x0,r)u < sup∂U\B(x0,r)u+ C,

for each u satisfies the minimal surface equation, and C depends only on U .
Proposition 3.3. (A Version of Maximum Principle) Let U be a bounded domain
with C2 continuous boundary, V a non-empty, closed subset of ∂U . u, v ∈ C2(U)∩
C(U ∪ V ) with

Mv ≤ Mu in U and v ≥ u on V.

Let U t = {x ∈ U : d(x) ≥ t} and νt the correspongding unit outward normal vector
field along ∂U t. If for every open set W containing V we have

limt→0+

∫
∂Ut\W

(
1− ∇v · ν√

1 + |∇v|2

)
dHn−1 = 0,

then
v ≥ u in U ∪ V.

Proof of Lemma 3.4. Let v(x) = α − βd(x)
1
2 for x ∈ U ∩ B(x0, r) and w(x) =

λ− µdist(x, ∂B(x0, r))
1
2 for x ∈ U \B(x0, r), and α, β, λ, µ are to be determined.

Set U1 = U ∩ B(x0, r) and V1 = U ∩ ∂B(x0, r). We require Mv ≤ 0, and
v(x) ≥ u(x). By computing(

1− ∇v · ν√
1 + |∇v|2

)
= 1− β

2
√
d(y) + β2/4

,

the condition of Proposition 3.3 holds. By taking α = supV1
u + β

√
diam(U) and

β2 > 2/ϵ, we have
u(x) ≤ v(x) ≤ supV1

u+ β
√
diam(U).

Therefore,
(3.2) sup∂U∩B(x0,r)u ≤ supU∩∂B(x0,r)

u+ β
√

diam(U).
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Set U2 = U \ B(x0, r), and V2 = ∂U \ B(x0, r). We require Mw ≤ 0 in U2 and
w(x) ≥ u(x) on V2. Choose λ = supV2

u+µ
√

diam(U) and µ2 > 2diam(U)/(n− 1),
similaily we have

u(x) ≤ w(x) ≤ supV2
u+ µ

√
diam(U).

Therefore,
(3.3) supU∩∂B(x0,r)

u ≤ sup∂U\B(x0,r)u+ µ
√
diam(U).

Hence Lemma 3.4 follows.
Proof of Proposition 3.3. Let ϕ = max{0, u− v}, then∫

Ut

(Mv −Mu)ϕ ≤ 0.

Denote
F (X) =

X√
1 + |X|2

,

and V = {x : u(x) < v(x)} From integration by parts, we have∫
∂Ut\V

(F (Dv)− F (Du)) · νϕ ≤
∫
Ut\V

(F (Dv)− F (Du)) ·Dϕ.

Let F = (F 1, · · · , Fn) and

aij =

∫ 1

0

∂F i

∂xj
(sDu+ (1− s)Dv)ds,

then we have
F i(Du)− F i(Dv) = (uj − vj)a

ij.

Note that ∂F j

∂xi = ∂F i

∂xj and Du,Dv has a uniform bound, so bij is elliptic with
(bij) ≥ λ on U t for each t.∫

Ut

λ|Dϕ|2 ≤
∫
Ut

bijϕiϕj

=

∫
Ut\V

bij(uj − vj)ϕi

≤ (F (Du)− F (Dv)) · νϕ

≤
∫
∂Ut\V

(1− F (Dv) · ν)ϕ.

By letting t→ 0, we obtain Dϕ = 0, and therefore v ≥ u.

4. Stability of Complete Minimal Surface in Euclidean Space

In this section, we will first study the structure of complete stable minimal
surface in 3-manifolds. We introduce do Carmo’s proof [?CP1] of the structure
theorem of stability minimal surface in R3, then in 3-manifolds with non-negative
curvature which is proved by D.Fisher-Colbrie and R.Schoen[?CDR1], and in the end
O.Chodosh’s proof of the theorem when it is in R4.

Theorem 4.1. (M.do Carmo and C.K.Peng) Suppose M ⊂ R3 is a stable complete
immersion minimal surface, then M is flat.

Sketch of Proof. Denote the immersion i : Σ → R3. Consider the Riemannian
universal covering π : Σ̃ → Σ. Then i ◦ π : Σ̃ → R3 is an immersion.
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Lemma 4.1. Σ̃ is stable.

This is because, for each compact domain D̃, there is a non-negative, nontrivial
u on π(D̃) with Lu = ∆Σu+ |A|2u = 0, we can lift u to ũ on Σ̃. Since π is a local
isometry, L̃ũ = 0 with ũ non-negative.

In this way, we may assume Σ is simply connected, and by uniformization theo-
rem, Σ is conformally equivalent to either C of the unit disk D with induced metric
g = λ2(du2 + dv2), λ ̸= 0.

If Σ is conformally equivalent to D. By the stablility hypothesis, we have∫
Σ

(u∆Σu+ |A|2u2)dV ≤ 0.

In D, |A|2 = 2
λ2∆logλ, dV = λ2dS, ∆Σ = 1

λ2∆, where dS denotes the flat area
form in D. So the inequality above can be written as

(4.1)
∫
D
(u∆u+ u2∆logλ2)dS ≤ 0

Set u = ϕu, where ϕ = λ−1, we get

3

∫
D
|∇ϕ|2u2dS ≤

∫
D
ϕ2|∇u|2dS − 2

∫
D
ϕu(∇u · ∇ϕ)dS

≤
∫
D
ϕ2|∇u|2dS + ϵ

∫
D
|∇ϕ|2u2dS +

1

ϵ

∫
D
ϕ2|∇u|2dS,

which implies that ∃C, such that for all u ∈ C∞
c (D)∫

D
|∇ϕ|2u2dS ≤ C

∫
D
ϕ2|∇u|2dS,

Since ∇Σ = 1
λ∇, we finally obtain

(4.2)
∫
Σ

|∇Σϕ|2u2dV ≤ C

∫
Σ

ϕ2|∇Σu|2dV.

Fix a ∈ (0, 1), and let u be the cutoff function that u = 1 on BΣ(p, aR) and zero
ouside BΣ(p,R), |∇u| ≤ C

(1−a)R .∫
BΣ(p,aR)

|∇Σϕ|2dV ≤ C

(1− a)2R2

∫
Σ

ϕ2dV

=
C

(1− a)2R2

∫
D
dS

=
πC

(1− a)2R2
.

By letting R → ∞, we obtain that ∇Σϕ = 0, that is, λ is constant, which is a
contradiction to the completeness.

If Σ is conformally equivalent to C with the induced metric g = λ2(du2+dv2), λ ̸=
0. Set ϕ = ∆logλ2, and from the stability equation, we have

(4.3)
∫
C
ϕu2dS ≤

∫
C
|∇u|2dS.
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Let K = − |A|2
2 be the Gaussian curvature, on the minimal surface, if K ̸= 0, we

have ∆Σlog(−K) = 4K, which implies
ϕ∆ϕ+ ϕ3 − |∇ϕ|2 = 0

, and then∫
C
u2ϕ3dS =

∫
C
u2|∇ϕ|2dS −

∫
C
u2ϕ∆ϕdS

=

∫
C
u2|∇ϕ|2dS +

∫
C
u2|∇ϕ|2dS + 2

∫
C
uϕ∇u · ∇ϕdS

Set u = uϕ, from the stability inequality, we get∫
C
ϕ3u2dS ≤

∫
C
ϕ2|∇u|2dS +

∫
C
u2|∇ϕ|2dS + 2

∫
C
ϕu∇u · ∇ϕdS

and therefore,

(4.4)
∫
C
|∇ϕ|2u2dS ≤

∫
C
ϕ2|∇u|2dS.

(4.5)
∫
C
ϕ3u2dS ≤ C

∫
C
ϕ2|∇u|2dS.

Change u into u3, we get∫
C
ϕ3u6dS ≤ C

∫
C
ϕ2u4|∇u|2dS(4.6)

≤ C0

(∫
C
ϕ3u6dS

) 2
3 (

|∇u|6
) 1

3 .(4.7)

and finally,

(4.8)
∫
C
ϕ3u6dS ≤ C0

∫
C
|∇u|6dS.

Let u be the cutoff function such that u = 1 on BC(0, R), u = 0 outside BC(0, 2R)
and |∇u| ≤ C

R , then ∫
BC(0,R)

ϕ3dS ≤ C

R4
.

By letting R→ ∞, we have ϕ = 0, which implies Σ is flat.

Several years later, D.Fisher-Colbrie and R.Schoen extended the theorem to the
case M is a 3-manifold with non-negative scalar curvature.

Theorem 4.2. (D.Fisher-Colbrie and R.Schoen) Let M be a complete oriented 3-
manifold with non-negative scalar curvature and Σ be a complete oriented complete
stable minimal surface. Then one of the following holds.

(1) Σ is conformally equivalent to S2 or Σ is a totally geodesic flat torus.
Moreover, if S > 0, it is a sphere.

(2) Σ is conformally equivalent to C or a cylinder. If Σ is a cylinder with finite
absolute total curvature, then it is flat and totally geodesic. If the scalar
curvature of M is pointwisely positive, then Σ is not a cylinder with finite
total curvature.
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Proof. Consider the orthonormal frame e1, e2, e3 on Σ with e3 the unit normal
vector. hij = ⟨∇eiej , e3⟩ and we have

h11 + h22 = 0,

and for each f ∈ C∞
c (Σ)∫
Σ

|∇f |2 −

Ric(e3, e3) + 2∑
i,j=1

h2ij

 f2

 ≥ 0.

From the Gauss-Codazzi equation

K12 = K + h212 − h11h22,

where K is the intrinsic Gaussian curvature of Σ, we have

K = K12 −
1

2

2∑
i,j=1

h2ij .

Therefore the stability operator can be written as

L = ∆+

S −K +
1

2

2∑
i,j=1

h2ij

 .

If Σ is compact, we set f = 1, and∫
Σ

K ≥
∫
Σ

S +
1

2

2∑
i,j=1

h2ij ≥ 0.

By Gauss-Bonnet theorem, M has non-negative genus, which implies it is a sphere
or a torus.In the latter case, S = 0 on Σ and Σ is totally geodesic. Consider the
1st eigenvalue

λ1 = inf{
∫
Σ

(
|∇f |2 +Kf2

)∫
Σ
f2

}.

By letting f be constant and from the stability, we have λ1 = 0. By considering
the variation f + tg, we have ∆f −Kf = 0, and hence K is identically zero.

If Σ is non-compact, we first assume it is simply connected. By Lemma 1.3,
there is a positive function g on Σ satisfying

∆g −Kg +

S +
1

2

2∑
i,j=1

h2ij

 g = 0.

If Σ is not conformally equivalent to the complex plane, it is a disc with a complete
metric g = λ2(dx2 + dy2). We lift g to the disc, and the contradiction follows by
the next proposition.

Proposition 4.1. Let ds2 = λ2(dx2 + dy2) be a complete metric on the disc. P is
a non-negative function, then there is no positive solution to the elliptic equation

Lu = −∆u+Ku− Pu = 0,

where K is the intrinsic Gaussian curvature.
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Proof of Proposition 4.1. Consider v = λ−1, then ∆logv = K, and we have

∆v = Kv +
|∇v|2

v
.

Let η be a smooth function supported in D ⊂⊂ Σ. We have by calculating

λ1(D,L)

∫
Σ

(ηv)2 ≤
∫
Σ

(|∇(ηv)|2 +K(ηv)2 − P (ηv)2)

≤
∫
Σ

((−η∆η)v2 − 1

2
⟨∇η2,∇v2⟩ − |∇h|2η2)

=

∫
Σ

|∇η|2v2 −
∫
Σ

|∇v|2η2

Let η ≥ 0 be a cutoff function supported on Bds2(0, R) which satisfies

η = 1 on Bds2(0,
1

2
R), |∇η| ≤ C

R
.

Since h2dVol = dx ∧ dy, we have

λ1(Bds2(0, R), L)

∫
Σ

(ηv)2 ≤ C2π

R2
−
∫
Σ

|∇v|2η2.

By letting R large enough, we have λ1(Bds2(0, R), L) < 0, which implies there is
no positive solution.

Thus we know that for general Σ, it is conformally equivalent to C or a cylinder A.
If the latter one holds, the metric can be written as ds2 = λ2(dx2+ dy2) = λ2|dz|2.
We set f = η be the cutoff function used in the preceding proof. Fix p ∈ Σ, then

C2

R2

∫
B|dz|2 (p,R)

dx ∧ dy ≥
∫
Σ

(
S −K +

1

2

∑
h2ij

)
η2.

If
∫
Σ
|K| < ∞, by letting R → ∞ and using dorminated convergence theorem,

we have ∫
Σ

(
S +

1

2

∑
h2ij

)
≤
∫
Σ

K.

By the Cohn-Vossen inequality(cf.[?CVS]),∫
Σ

K ≤ 0,

so Σ is totally geodesic and S = 0 on Σ. From the stability, we can find a positive
v on Σ with Lv = 0. Let m = logv, and by calculating we get

C

∫
Σ

|∇w|2η2 ≤
∫
Σ

(η2K + 4|∇η|2).

Letting R→ ∞, we have

C

∫
Σ

|∇w|2 ≤
∫
Σ

K = 0,

and hence v is constant and K is identically 0.
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If M has non-negative Ricci curvature, with the same arguement, we have Σ is
totally geodesic and Ric(e3, e3) = 0 on Σ. By the Codazzi equation,

K = K12 =
Ric(e1, e1) +Ric(e2, e2)−Ric(e3, e3)

2
≥ 0.

And from the Cohn-Vossen inequality, K is identically zero.

In R4, the stability of minimal hypersurface is much harder, because we have
no conclusion like the uniformization theorem in higher dimensional manifolds. In
2021, O.Chodosh proved a curvature estimate theorem and solved the Schoen’s
Conjecture.

Theorem 4.3. (O.Chodosh) Suppose Σ ⊂ R4 is a complete, connected, oriented,
immerse, stable minimal hypersurface, then it is flat.

Before we prove the main theorem, we first introduce a lemma about harmonic
function on manifold.

Lemma 4.2. For n ≥ 3, let Σn be a immersed, complete, connected, simply
connected, oriented, stable minimal hypersurface in Rn+1 with uniformly bounded
curvature |A| ≤ C0. Then for each p ∈ Σ, there exists a harmonic function
u ∈ C∞(Σ \ {p}) satisfying the following properties:

(1) u is positive with infimum 0.
(2) for each compact K such that p ∈ Int(K),

∫
Σ\K |∇u|2 ≤ ∞.

(3) u(x) → 0 as d(x, p) → ∞.
(4) ∀s ≥ 0, Ωs = {u ≥ s} ∪ {p} is compact.
(5) if such a s is also a regular value, then Σs = u−1(s) is a close connected

submanifold.

Remark 4.1. By Sard’s theorem, R = {regular values} is dense in (0,∞).

Remark 4.2. Let Σ+
s = {x ∈ Σs : |∇u|(x) ̸= 0}, and we define

F (s) =

∫
Σ+

s

|∇u|2,

and
A(s) =

∫
Σ+

s

|A|2.

One can check that F (s),A(s) are continuous, and F (s) is Lipschitz on (0,∞).

Harmonic function on minimal hypersurface can always reflect some essential
information. In this section, we will introduce Chodosh’s estimate of F (s).

Proposition 4.2. For any ϕ ∈ C0,1
c ((0,∞)), we have the inequality,

(4.9)
∫ n

0

ϕ(s)2A(s)ds ≤ 8π

3

∫ ∞

0

ϕ(s)2ds+
4

3

∫ ∞

0

ϕ′(s)2F (s)ds.

Proposition 4.3. There is a C > 0 such that for all t ∈ (0, 1), the following
inequality holds,

(4.10) F (t) ≤ Ct3 + 4πt2 +
1

4
t · liminf l→0+

∫ t

l

A(s)ds+
1

4
t3
∫ 1

t

s−2A(s)ds.
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Proposition 4.4. (Schoen, Simon, Yau) For n ≤ 7, if Σn → Rn+1 is a complete,
connected, oriented ,immersed,stable minimal hypersurface, then there is a constant
C depending only on n so that

(4.11)
∫
Σ

|A|3u3 ≤ C

∫
Σ

|∇f |3,

for any f ∈ C0,1
c (Σ).

In [?SSY1], the estimate was proved when p ∈ [4, 4 +
√
8/n). Chodosh include

the proof when n = 3 in his article[?CL1].
Sketch of Proof. Set eϵ = (|A|2+ ϵ) 1

4 . Consider eϵf in the stability inequality we
have

(4.12)
∫
Σ

|A|2e2ϵf2 ≤
∫
Σ

1

16
e−6
ϵ |∇|A|2|2f2 + 1

2
fe−2

ϵ ⟨∇|A|2,∇f⟩+ e2ϵ |∇f |2.

Moreover, by Cauchy Schwartz inequality, we have
(4.13)∫

Σ

|A|2e2ϵf2 ≤
∫
Σ

1

4
e−2
ϵ |∇|A||2f2 + 1

2
e−2
ϵ f2|∇|A||2 + 1

2
e−2
ϵ |A|2|∇f |2 + e2ϵ |∇f |2.

Multiplying Simon’s inequality (cf.[?CM1], Chapter 2.1),

(4.14) ∆|A|2 ≥ −2|A|4 + 2

(
1 +

2

n− 1

)
|∇|A||2,

by e−2
ϵ f2 and integrating by part, we obtain∫

Σ

2

(
1 +

2

n

)
e−2
ϵ f2|∇|A||2

≤
∫
Σ

2e−2
ϵ f2|A|4 + 1

2
e−6
ϵ f2|∇|A|2|2 − e−2

ϵ f⟨∇f,∇|A|2⟩

≤ 2

(∫
Σ

e2ϵf
2|A|2 − 1

2
e−2
ϵ f⟨∇f,∇|A|2⟩

)
+

1

2

∫
Σ

e−6
ϵ f2|∇|A|2|2

≤ 5

8

∫
Σ

e−6
ϵ f2|∇|A|2|2 + 2

∫
Σ

e2ϵ |∇f |2

≤ 5

2

∫
Σ

e−2
ϵ f2|∇|A||2 + 2

∫
Σ

e2ϵ |∇f |2,

where we use the fact |A| < e2ϵ and |∇|A|2|2 = 4|A|2|∇|A||2. Rearrange the equation
and we have that

(4.15)
(
2

n
− 1

4

)∫
Σ

e−2
ϵ f2|∇|A||2 ≤

∫
Σ

e2ϵ |∇f |2.

Combining it with (3.13), we finally arrive at

(4.16)
∫
Σ

|A|2e2ϵf2 ≤
(
3

8
· 4n

8− n
+

3

2

)∫
Σ

e2ϵ |∇f |2.

Letting ϵ→ 0 (using the dorminated convergence theorem) and replacing f by f3/2,
we find

(4.17)
∫
Σ

|A|3f3 ≤ C

∫
Σ

f |A||∇f |2 ≤ C

(∫
Σ

|A|3f3
)1/3(∫

Σ

|∇f |3
)2/3

.
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therefore the estimate holds when n ≤ 7.

In Proposition 4.2, we use the logarithmic cutoff function

ϕ(x) =



0, if s ∈ (0, ϵl)

1− log(s)− log(l)

log(ϵ)
, if s ∈ [ϵl, l)

1, if s ∈ [l, t)

ts−1, if s ∈ [t, 1)

t(2− s), if s ∈ [1, 2)

0, if s ∈ [2,∞).

After caculating, we can obtain that,∫ t

l

A(s)ds+ t2
∫ 1

t

s−2A(s)ds ≤ O(t) +
4

3

∫ 1

t

t2s−4F (s)ds.

Use Proposition 4.3, we get

(4.18) F (t) ≤ O(t2) +
1

3
t3
∫ 1

t

s−4F (s)ds.

If there is a sequence tj ∈ (0, 1) converging decreasingly to zero so that

F (tj)t
2
j = sup[tj ,1]F (s)s

−2,

F (tj) ≤ O(t2j ) +
1

3
t3j

∫ 1

tj

s−2(s−2F (s))ds

≤ O(t2j ) +
1

3
tjF (tj)

∫ 1

tj

s−2ds

= O(t2j ) +
1

3
F (tj)(1− tj),

and we finally find that

F (tj) ≤
O(t2j )
2
3 +

tj
3

,

and therefore,

F (t) = O(t2), t→ 0.
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Proof of Theorem 4.3. Consider f = ϕ ◦ u and apply Proposition 3.3, we have∫
Σ

|A|3ϕ(u)3 ≤ C

∫
Σ

ϕ′(u)3|∇u|3

= C

∫ ∞

0

ϕ′(s)3
∫
Σs

|∇u|2ds

= C

∫ ∞

0

ϕ′(s)3F (s)ds

≤ C

∫ ∞

0

ϕ′(s)3s2ds.

Use the logarithmic cutoff function

ϕ(x) =



0, if s ∈ (−∞, R−2)

2 +
log(s)

log(R)
, if s ∈ [R−2, R−1)

1, if s ∈ [R−1, R)

2− log(s)

log(R)
, if s ∈ [R,R2)

0, if s ∈ [R2,∞).

We get ∫
R−1≤u≤R

|A|3

≤ C

∫ R−1

R−2

s2

s3|logR|3
ds+ C

∫ R2

R

s2

s3|logR|3
ds

= O(|logR|−2).

By letting R→ ∞, we have |A| = 0. This implies that such a Σ is flat.
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